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1. Introduction: Why SIFT?
● Invariant to scale, rotation, linear illumination
● Partially invariant to 3D viewpoint change
● SIFT features used for:

– Content-based image retrieval
– Video event classification
– Object recognition / tracking
– Image classification
– Markerless motion capture
– Building panoramas
– Mobile surveillance
– Face authentication
– etc.
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1. Introduction : SIFT
● Main drawbacks

– Computation speed (takes about 1s to compute 1000 SIFT features in a typical image on 
a standard dual-core processor)

– Matching: Nearest-neighbour search in 128-dimensional space (for 128-byte standard 
SIFT vector)



5

1 Introduction: PCA-SIFT, SURF
● PCA-SIFT:

– 3042-element SIFT input vector reduced to 36 elements through PCA

● SURF:
– Scale-space maxima found using determinant of an approximated Hessian matrix

– 64 elements, constructed from image patch Haar wavelet responses

– Sign of the trace of the Hessian used as a 65th element, to split databases in half 
for faster matching
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1. Introduction: Approximate Nearest-
Neighbour Search Techniques

● Space-partitioning data structures (kd-tree, k-means tree)
● kd-tree:

– Data is split along axes in order of decreasing variance
● k-means tree:

– Data clustered, recursively (using k-means algorithm) into k distinct groups
– Recursion stops when the number of points in a region < k

● Best-Bin First Algorithm (Beis and Lowe):
– Searches kd-tree nodes in order of distance from query point
– Limit on number of nodes examined

● Randomized kd-trees (Silpa-Anan and Hartley):
– Parallel implementation using multiple kd-trees
– Data split randomly among D dimensions that show greatest variance

● Approximate k-means tree search (Muja and Lowe):
– After a single tree traversal, unexplored nodes searched in order of distance from 

query point (mean value of clustered points at a branch)
– Limit on number of nodes examined
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1. Introduction: Approximate Nearest-
Neighbour Search Techniques

● FLANN (Fast Library for Approximate Nearest-Neighbours):
– Developed by Muja and Lowe (2009)
– Publicly-available library of approximate nearest-neighbour search algorithms
– Automatically chooses the best algorithm for a given dataset and desired precision
– Achieves better than 1000 X over a linear search is possible while finding 90% of the 

closest matches (31-million SIFT feature dataset)
– Current state-of-the art for large-database SIFT matching
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1. Introduction: Main contribution
● Previous work:

– SIFT-HHM, which finds SIFT correspondences in image pairs in about 7% of the time it 
takes for a linear search (presented at the 2009 IEEE Workshop on Applications of 
Computer Vision (WACV)

● Main contribution of this paper:
– PCA binning algorithm, which – using SIFT-HHM at the lowest level – can find corres-

pondences in SIFT vector archives three times faster (for the same level of recall-preci-
sion) than FLANN
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1. Introduction: Overview of 
binning approach

● Basic concept – sorting:

SIFT vector archive

Apply PCA

. . . . . .

Sort into bins
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1. Introduction: Overview of 
binning approach

● Basic concept – querying:

Apply PCA

. . . . . .

Retrieve bins that fall within the
search window

SIFT query vector

Q W
Search width
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1. Introduction: Overview of 
binning approach

● Querying (cont'd):
Retrieved bins

Linear search using SIFT-HHM
technique

Match / no match
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2. Background: Handed-
Hierarchical Matching

(SIFT-HHM)
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2.1 SIFT-HHM: Keypoint 
Descriptor Properties

● SIFT descriptor means and standard deviations:

● 8 most-variant elements (8, 16, 40, 48, 72, 80, 104, 112) labelled 
“primary elements”

● 4 primary elements closest to keypoint centre labelled (40, 48, 72, 80) 
“inner primaries”
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SIFT-HHM: Keypoint Descriptor 
Properties (cont'd)

● Pearson's correlation coefficient for inner primaries:

● “Handedness” score and distribution:
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2.1 SIFT-HHM: Keypoint 
Descriptor Properties (cont'd)

● Inner primary ratio (IPR):

● Handedness score distribution (with and without IPR filtering):
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2.2 SIFT-HHM: Algorithm
1. IPR filtering:

– Remove SIFT vectors that have IPR > threshold

– Will improve overall matching performance

2. Handedness split:
– Split SIFT databases in two based on handedness score

– If h < 0, sort vectors into “left” bin, if h >=, sort into “right” bin

3. Hierarchical Euclidean-distance matching:
– Treat SIFT vector hierarchically, matching primary elements first

– If primary Euclidean distance is above a threshold, reject keypoint as a potential 
match (eliminates 97% of vectors on first pass)

– If primary Euclidean distance is below the threshold, save vector (and distance 
value) into a cache and match on the second pass using the rest of the 
descriptor vector
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2.3 SIFT-HHM: Experimental 
Results
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3. PCA-Based Binning Algorithm
for Matching to Large Keypoint 

Databases
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3.1 PCA Binning: PCV and e
PCV

● Principal Component Vector (PCV):

● PCV error vector (e
PCV

):

Before random transformation After random transformation

SIFT descriptor vector
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3.1 PCA Binning: δe
PCV

● Standard deviation of e
PCV  

(first 16 elements):
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3.2 PCA Binning: Database 
Sorting

● Bin widths calculated from δe
PCV

 :

● For PCV element 0, w0 = 32
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3.2 PCA Binning: Database 
Sorting

● Keypoint insertion example:

Bin insertion array index Number of bins at index j
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3.3 PCA Binning: Database 
Querying

● Querying example:
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3.4 PCA Binning: Experimental 
Results

● Comparison against FLANN using SIFT databases of 100,000, 1 million 
and 2 million vectors
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3.4 PCA Binning: Experimental 
Results (cont'd)

● Search time required for 1000 queries (typical image) at 90% of linear-
search F1 score:

● Database build times:
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4. Conclusions and Future Work
● Areas for future work:

– Apply PCA-Binning to other descriptors (i.e. SURF)

– Combine with k-means?

– Distributed processing
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5. Questions?
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