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Abstract 

In this paper, we propose the Surrounding Camera 
System that estimates gaze position of a user who 
watches a monitor. The Surrounding Camera System 
consists of four cameras at four places surrounding the 
monitor. This system realizes an interface for cursor 
control, window selection and other operations using 
gaze point estimation. 

The surrounding camera system allows users to move 
in front of the monitor. First, using  four cameras, our 
system detects the face region using color information 
and estimates the distance between the user and the 
system using the stereo matching. Next, face direction is 
estimated from each detected face by using the four 
directional features and the linear discriminant 
analysis. Then, the accuracy of face direction estimation 
is improved by integrating the results from the four 
cameras. Finally, the gazing point is determined from 
the distance of the user and the face direction. We 
experimented with the gaze detection using the 
surrounding camera system. The experiments showed 
that the errors of the gazing point were less that 6 cm 
even though the user moved from 70 cm to 150 cm in 
front of the system. 

1 Introduction 

In recent years, pattern recognition technologies have 
improved dramatically, and have been applied to many 
systems such as entrance check by facial image, gesture 
recognition system, gaze interface, and so on [1]. In this 
paper, we describe a system which estimates the gazing 
point of user on a monitor. If a user’s gaze point on the 
monitor can be estimated by the computer 
automatically, the mouse cursor control, window 
selection are possible by the movements of the face and 
eyes. At present, some gaze interfaces have been 
proposed[2,3,4]. Their system can estimate a gaze point 
of a user. However, the user needs to sit in front of their 

systems and is not allowed to approach the system or to 
move away. 
  In order to solve this problem, we propose a system 
that can estimate the gazing point of the user who is 
moving in front of the system. This system consists of 
four cameras installed at four places surrounding the 
monitor. We call this system surrounding camera 
system. The surrounding camera system detects the face 
from four cameras respectively, and estimates the 
position of the user using the stereo maching. The 
direction of each face is estimated by the four 
directional features and the liner discriminant analysis. 
To improve the accuracy of face direction, our system 
integrates the estimated results from the surrounding 
cameras. In this paper, we describe the overview of the 
surrounding camera system and algorithm of gazing 
point estimation. In addition, we discuss the 
experimental results using our system. 

2 Surrounding Camera System 

2.1 System configuration 
  

Figure 1 shows an overview of the surrounding 
camera system. The surrounding camera system 
captures the images from the four cameras respectively. 
The four cameras are installed at the four places of the 
monitor.  
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Figure 1. Overview of the system 



Figure 2 shows the camera placements on this 
system. The four cameras are arranged as follows: Both 
of the distances between the upper and lower camera, 
and between the left and the right cameras are 59 cm. 
The axis of the lens of Each camera faces inside 15 
degrees. All optical axis intersect at one point which is 
113.9 cm from each camera, and distance from monitor 
is 110 cm. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Camera placements 
 

This system does not have a camera forwards to the 
person. Figure 3 shows an example of an input image 
obtained by the Surrounding Camera System. Four 
different viewpoints of the images are combined by the 
image switcher. Thus, the Surrounding Camera System 
can acquire the four images simultaneously. Since the 
results of face direction estimation are integrated from 
four cameras, it is possible to estimate gazing point on 
the monitor with high accuracy and stability. 
 

 
Figure 3. An example of the combined image 

 
 
2.2 System flow 
 

Figure 4 shows the system flow. First, the 
Surrounding Camera System detects a face from each 
input image. Secondly, a user position is mesured using 
the stereo matching and then face direction is estimated. 

Finally, we estimate the gazing point on the monitor by 
integrating face direction and user’s position. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. System flow 

3  User position estimation 

We have to measure a user’s position, because we 
estimate gazing point on the monitor by integrating face 
direction and user’s position. 
 
3.1 Face detection 
 

In order to detect a face for measuring the user 
position, we use U, V values in the CIE-LUV color 
system[5]. The CIE-LUV color system consists of 
lightness(L) and color values(U and V). Theoretically, 
the CIE-LUV color system is just as capable as humans 
when distinguishing between any two colors of the same 
lightness. Our method that extracts face region is as 
follows:  

First, the range of skin UV values is decided from a 
sample of several subjects of asian origin. Next, we 
change the input image into the CIE-LUV color system 
from the RGB color. Our method determines the 
standard skin colors, which indicate the maximum 
number of pixels within the range of skin UV values. 
Figure 5 shows an example of the UV values 
distribution. The rectangle shows the range of skin UV 
values, and the position of a cross indicates the standard 
skin color. The distances from the standard skin color to 
each pixel of UV values in the input image are 
calculated. Figure 6 shows the input image. Figure 7 
shows the UV value distance histogram from standard 
skin color. We extract the skin color region using the 
discriminant analysis. We decide that the face region is 
the circumscribed rectangle of the skin color region. In 
figure 6, frame shows skin region. 
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Figure 5. UV value distribution 
 
 
 
 
 
 
 
 
 
 

 
Figure 6. Face detection and  

the detected correspond points 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. The UV value distance histogram  

from the standard skin color 
 
 
3.2 Method for estimating the user’s position 

 
In this system, the user's position is measured using 

the stereo matching[6]. We use the camera installed on 
the right and left of monitor. First, we extract the face 
region as shown in figure 6, and we determine the 
center of the circumscribed rectangle of the skin color 
region as the corresponding point of each. Measuring 
the user’s position D’ is backward from actual user’s 
position D as the figure 8, because the corresponding 
point is center of the circumscribed rectangle of the skin 
color region. Thus, we compensate this error by 
equation (1). Let user’s head be a sphere, the parameter 
α  is radius of head. 
 

α−′= DD      (1) 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Measuring user’s position 
 

We experimented with measuring user’s position. We 
collected the experimental data where the user gazed at 
the center of the monitor and camera installed on the 
upper, lower, right and left of monitor. Figure 9 shows 
the results of measuring user’s position. Measuring the 
values of user's position doesn't influence the direction 
of the face, and user’s position is measuring in the 
higher accuracy. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4 Gazing point estimation 

A gaze point is estimated by integrating the direction 
of the face and user position information. 
 
4.1 Face direction estimation 

 
This system distinguishes an up-down and left-right 

direction, 0, 15, 30 degrees of the face. Four images are 
observed at once. Thirteen training images are 
combined five different face directions. The face images 
for training as shown in figure 10 are acquired by 
extracting the skin color region from training images. 
The training dictionary is generated from training 
images, which user gaze at the center of the monitor and 
camera installed on the upper, lower, right and left of 
monitor as shown in figure 11. Thus this system can 
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make the training dictionary without being a burden to 
the user. 

Features of the training face images are extracted. We 
used the four directional feature fields[7]. Figure 12 
shows the four directional feature fields. The four 
directional feature fields consists of four images which 
are divided by edge direction into horizontal, the 
vertical, the right top, and the left top. They are reduced 
to low resolution through the Gussian filter. Even if it is 
low resolution, this feature keeps the information of the 
edge directions in comparison with the feature that does 
not divide the direction of edge. We extract 256-
dimensional (8x8x4) four directional feature fields from 
the training face images. Extracting features can be 
classified using the linear discriminant analysis [8], and 
we acquire training dictionary which can divide into 13 
classes. 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. An example set of face images for training 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

We evaluated performance of the dictionary. We 
experimented with dividing the experimental data into 
13 classes by the dictionary as shown in figure 10. The 
dictionary consisted of 1950 face images. We collected 
the experimental data which user gazed at the center of 
the monitor and camera installed on the upper, lower, 
right and left of monitor. The user position is generation 
point of training dictionary. The number of 
experimental subject was 6. The experiment result is 
approximately 93% success rate. we confirmed the 
training dictionary of this system is high accuracy. 
 
4.2 Integration of the face direction 

 
  We extract the four directional feature fields from the 
input face image. Extracting features from input face 
image be classified by the linear discriminant analysis. 
We obtain coefficient matrix A and mean vector yk from 
the training face images by the linear discriminant 
analysis. We obtain vector Xi from input face image by 
mapping conversion of coefficient matrix A. Thus, we 
calculate the distance between the vector Xi and training 
dictionary on the discriminant space by equation (2), 
and we choose higher 2 class dicθ1 and dicθ2 by the 
Euclidean distances, and then the Euclidean distances 
are d1 and d2 each. Direction of the face θx,y is 
calculated by angle interpolating of 2 classes. Equation 
(3) shows the direction estimation of the face method. 
The direction of the face θx,y of each camera is 
estimated respectively. 
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The direction of the face θx,y which is calculated by 
equation (3) is camera coodinate system as shown in 
figure 13(a). Thus, the direction of the face is changed 
into the monitor coordinate system by user’s position 
information as shown in figure 13(b). Finally, we 
estimate the direction of the face by average of the face 
direction estimation from each camera. 
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Figure 11. Generation of the training dictionary method 



4.3 A gazing point estimation method 
  

We defined the direction of the gaze as the direction 
of the face. A gaze point Gx,y on the monitor is 
estimated by integrating the direction of the face θx,y and 
user position information D as shown in figure 14. 
Equation (4) shows the gazing point estimation, and the 
gazing point is calculated as the origin of the center of 
the monitor. 
 

yxyx DG ,, tanθ×=      (4) 
 
 
 
 
 
 
 
 
 
 
 
 
 

5 Experiments 

5.1 Gazing point estimation experiments 
 
We collected the experimental data which user gazed 

at the center of the monitor and camera installed on the 
upper, lower, right and left of monitor, the user gazed at 
each direction at three times. The user moved from 70 
cm to 150 cm in front of the monitor as shown in figure 
15. Number of experimental subject is 6. We only made 
training dictionary on fixed point which distance from 
monitor is 110 cm. The training dictionary is made from 
1950 face images. Figure 16 shows the input image, and 
figure 17 shows the experimental results of gazing point 
estimation. In the figure 17, error means distance 
between the ideal the value and estimated value on the 
monitor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 15. The user position 
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Figure 16. Experimental data 
 
 
 
 
 
 
      Figure 17. The user position 
 
 

 
 
 
 
 

Figure 17. Experimental result 
 

In the figure 17, gazing point estimation value 
becomes less accurate as the user’s distance from the 
monitor increases. Because the estimation value of 
gazing point is largely influenced by the face direction 
estimation. The result gives as high accuracy in the 
distance from monitor which is the learning position of 
the training dictionary. This system can adapts to user 
position changes by the training dictionary which is 
made on fixed point. 
 
5.2 Comparing the degree of freedom 

 
The experimental data is same as section 5.1. We 

compared the degree of freedom of the user position by 
two methods. One method used the user position by 
measuring the distance, the other method does not use. 
In the method without measuring user position, user is 
limited to position of the training dictionary. Figure 18 
shows the experimental results which we compared the 
degree of freedom of the user position. In the figure 18, 
error means distance between ideal value and estimated 
value on the monitor. In the figure 18, the experimental 
results are average values of all experimental subjects. 
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Figure 14. A gazing point estimation method 
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Figure 18. Experimental result 
 

In the figure 18, estimation value of gazing point 
becomes less accurate as the user’s distance from the 
learning position as 110 cm increases. The method with 
measuring keeps high accuracy at the position which is 
not learning position, but also all distances. Thus, using 
this system, the user can move free in front of the 
monitor. 

6 Conclusion 

In this paper, we proposed the surrounding camera 
system which estimates the user’s gaze point in front of 
the monitor. 

The proposed system measures use’s position from 
the monitor, and the face direction is estimated by   
integrating the results from the four cameras. Using our 
system, we experimented with the gaze detection while 
the user moves in front of the monitor. Our system can 
estimate the gaze point with higher accuracy. This 
system can adapts to user position changes by the 
training dictionary which is made on fixed point. 

As future works, we are going to improve gazing 
point estimation accuracy. 
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