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Abstract

We tale a common application, the PC game of soigair
and ceate an alternative input seme using handegtues,
in particular those that would be used if playing the game
with real cads. The alternative outputtseme uses audio,
in particular voice descriptions of cds and elative hand
positions. Theasult is playable by anyone using any flat
surface with no actual cds and no need to tou®r look
at the computerA large class of interfaces canggit from
these ideas, and visually impadt uses have rpanded
access toxsting systems. &\focus on pactical aspects of
the gestue interface whidch is puely vision based, and
which has a higheliability.

1. Introduction

Vision remains the dy element of gmes and of most
other user intedces - typicallyone must be able &eein
order toplay. We propose to h& the computer do much of
the seeing, and the usehands will be an input dee.
Natural interéices are those that permit the user to commu-
nicate with softwre in a manner natural or traditional for
the actvity being undertain. We are connecting a natural
interface to the commonly played computangeSolitaire,
converting it so that it can be played without actually touch-
ing the computer

The players hands are be used to direct the focus in the

scene, requiring that the position of the hands be deter—f

mined; the user can point to something, which can be
described in wrds using three dimensional computer
audio. The playes' un-instrumented hands can point to
cards and card stacks, which will be described to the playe
(“Ace of spaces, third stack from the left”) by a human
voice. Changing the hand posture from open to a fist will
‘grab’ a card or stack, asowld occur when the mousetb

ton is held dwn in the standardagne, and will permit the
user to mee cards about the tableau. This amounts to a
very fav logical operations that correspond to simple
mouse actions. Since the actuahge of solitaire is played
with the hands, mang real cards around a table, theswe

inexpensve. We feel that our system is both of these things,
needing only a basic color seillance camera (about
$300) and a simple video grabber (about $150).

2. Related Work

Much of the vork on gesture recognition relates to sign
language interpretation by machine. The iregf as en-
sioned needs to determine the position of the hand on the
table, relatie to the virtual cards and stacks, and the hand
pose or posture, that is: open or closed. It needeép k
track of the start and end position of the gesture in those cir-
cumstances where a card is beingret

2. 1 Gestues in HCI

Of course, HCI researchersvieabeen interested in ges-
tures as computer input for some time. The idea that the
human hand can be used as a mouse is recentadb
utterly nev. However, most actual implementations require
some &irly sophisticated deces to mak this work prop-
erly [2]. Stark [10] created a system that recognized eight
hand poses out of 24 that are claimed to be anatomically
possible. These were used, first as a 3D inpuicddo a
visualization program, and then in a presentation system
that permits a speakto control a computer display while
speaking, using gestures. Success rates wesgyslless
than 93%.

Specific vork on gesture and hand pose recognition is
requently conducted by vision researchers, and focuses on
the details of the problemeghniques for recognizing pose
vary from silhouette matching [9], slope/orientation histo-

rgrams [4], and template/similarity matching and table

lookup [1]. While interpretation of pose and gestures for
sign language interpretation and on video can bevatldo
consume computational resources, an application as a com-
puter interhce must operate at a high rate of speed or it
becomes frustrating. Most publishednk does not include
performance statistics, making comparisons quifecdit.

3. Project Overview
The first level of compleity of this project places the

can be thought of as a middle ground between actual andableau on a flat, approximately horizontal aoef. The vir-

computer solitaire. Hegever, by ary standards the hand
poses and motions are gestures, and are a natayatow
manipulate real playing cards. There areaast\number of

tual cards are dealt in a standard solitaigaoization onto
this surfice. The user controls the aittes by mwoing their
hands - one gesture asks for information about the tableau,

applications that could use simple gestures to communicateanother asks to mve a card or card stack. The cards are dis-

intention to the computeif this could be madeakt and

played on a standard video display addition to the ne



audio display where cards are readf b the player and A hand open pose is a request for information. When-
positions of the hands are describedoally. ever a Bice-up card is touched by an open hand, the card is

Input of hand locations and poses is accomplished usingdisplayed for the user - display isrbal, so the nature of
computer vision methods. A simple video camera is posi- the card is read out inaxds. The position of the hand is
tioned abwe the table looking dun, so that the hand is in  @lso describederbally so that the user can orient them-
clear viev. A frame grabber captures video of the tableau, Sel\es quickly when starting aage, and when returning to
which is passed one frame at a time to the vision softw  an interrupted gme.
for interpretation. A closed hand pose is a request for action. Closing the
3. 1 Playing Solitaire Without Touching the Computer hand wer the deck results in a card being dealt. Closing the
hand @er a card in the stacks results in that card being
grabbed, or attached to the hand so it can bevedo When
the hand is opened the card is released - thisashtikding
down the mouse Witon when the cursor isver a card,
when playing the standard computer solitaing. Of

The game tableau will be a virtual one, projected hori-
zontally in front of the player onto a real sagé. The sur-
face needs to be fer than needed to play a real solitaire
game - about 2x2 feet. The hand will meoin front of the
cards, which will cause them to be identified, and a grab- . .
bing gesture will attach the virtual cards to the handwallo course, if the card grabb_ed IS not on the bottom of a stack,
ing the player to mee cards about.dices and décts will then it and_ all cards b&w,'t YVI," F)e, mweq t?gether
guide the player across the tableau, identify cards and 1he r@ions labelledA’, ‘B’ °C’, and ‘D’ are used for
stacks, and generally assist withvigation through the ~ Non-play control of the gme. It vould be ery easy to

game. The sound will be three dimensional,wailhg voices ~ t0UCh one of these gins by mistag, so touching twice is
to appear to come from particular places in space. required to actiate a control. duching A’ results in a the

A set of protocols are required if tharge is to be previous mae being undone, and thame returned to the

. . : previous state. duching ‘B’ results in a v game being
played without using the mouse or the usual set of windo dealt. Buching ‘D’ results in the ame proaram being ter-
and widget manipulations. What is required is the ability to : 9 gne prog 9

move cards, to deal from the deck, to dealw hand, and minated. The .C rglor.w 1S currently gnused.
to back up a step - with no visual displayistales will be An alternatve to using pisical rggions for gme control

inevitable. Additionally we need display mechanisms would be to use diérent hand poses for each request. This

using audio that supplements the computer video screerfvould be more dffcult to implement, and possibly harder
display for the player to remember and enact, there is no reason

Figure 1 shws the interfice pattern that will be used by it would not vork. We decided to go with the simpler and

our implementation. The act of ming a hand into (l.E. in more .r(.)hust approach, at Ie.ast atfirst.
front of) one of the indicated areas will result in a response 3. 2 Vision for Input - Practical I ssues

by the game; this will be called touch. There are also v The input system consists ofdwnain parts: detection
hand poses recognizeland open andhand closed. Each of the hand, and recognition of the hand gesture[6@]. F
pose can be used to ask for dedint response. the purposes of these goals, the input streamged®n a
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Figure 1:Virtual playing area showing stacks and the special areas for
communication.



frame-by-frame basis with limited tracking betweenHSV:

frames. The first part, hand detection, can be further bro- <Ge
ken davn into background subtraction and skin detec- ((083<H=<1)D(0<H=<0.11)) 0(0.2<S<0.9)
tion. The background subtraction a#® us to limit the

search area, while the skin detector returrarlyfaccu- YCrCb: (0.16< C,<0.67) L(0.51<C, <0.9§
rate binary representation of hand gd# within that To further aid in distinguishing between skin-toned
search area. and non skin-toned p&ks which are under poor lighting

The gesture recognizer must determine, based on tg@nditions, a distance measure is computed between the
binary representation of the hand returned from the skiffPlor of @ gven piel in cher color space and the
detector whether the hand is in one ofawdistinct pos- M€an skin colordeflnij as.
tures, specifically an open hand (fingers together) and a C, = 041
closed fist. Three separate measures are used to deter-

mine the hand posture, each using a nearest-neighbor G =075
approach follwed by a majority-rulesating procedure For ary pixel P(x,y), the Euclidean distance between
between the three metrics. it and the mean defined in thecvequations ahe is

3. 3 Background subtraction calculated as:

A simple background subtraction is used tdi- ef
ciently rema@e a lage portion of the input image that
obviously does not contain the hand. A gopf the C :
background is stored when the program first starts, and A successful heunsuc IS thaﬂe;t 19% of these dis-
is corverted to the YCrCb color spaceorfeach pigl in ta_nce§ are also .defmed tp be .sk|nemx Thus for a_y1.
the current frame the Euclidean distance between the é;llve_n |.mage, aped P(x.y) s _defmed as Sk'n_ toned if.
and Cb wlues of the current frame and the stored back- P IS in the lavest 10% of distances as defineda&bo

Jicb,~Cp)?+(cr,~C.)?

ground image is computed, and glixhaing a distance OR
greater than a thresholdlue of 0.05 are assumed to be P is in the alid Hue/Saturation range
background pigls and are renved from the image; this AND

threshold vas determined throughxmgeriment, and

works _On a ra”?’e of backgrounds. The skin detector albe returns a binary image where
3.4 Skin detection each piel is either skin-tone or not. Background, espe-
To locate the hand, three separate skin tone detectiaially wood and other such objects, usually has sparse
algorithms are usedver two color spaces. YCrCb and skin toned pigls where real skin gions are denser
HSV are chosen because ytheave relatvely compact  Thus all pixels without enough skin-toned neighbors are
skin tone ranges and thbave good separation of lumi- removed. The binary image is then morphologically
nance and chrominance [11]. Skin tone detectors arepened [17] to separate fdifent objects, follwed by a
lenient to scale, orientation, and occlusiong, lieve a fill routine to close areas that are completely surrounded
major disadentage in that thecould fil under poor by skin pixels. R@ions are then connected, and ones
illumination and brightness conditions [Sp Tielp min-  that arert considered lae enough are remed from
imize the problem, the incoming RGB image is trans{urther consideration.
lated into YCrCb and HSV [23] color spaces, both of The pest \&y to approach hand gesture recognition is
which allav for invariance to luminance by considering g not hae the forearm present. This,vhever, would
it apart from the chrominance information. Separatingyot pe user friendly and ould also require a special
the luminance information from an RGB image is notmarker to identify the wrist. Renwing this special
entirely accurate, andxeeme lighting conditions will requirement allws a player to be wearing either a long-
still affect the accuracof the skin detection algorithms g short-sleeed shirt, and so the actual absence or pres-
[8]. The hue component in our HSV spacaswcalcu-  ence of the forearm cannot be assumed. If the forearm is
lated so that it is both brightness arahgna ivariant  present, it will &tend past the image boundaries and
[4]. result in drastic changes to the shape and size of the
After background subtraction is complete a majorityhand. Hence, for gesture recognition of the hand, the
of the frame has already been reqeb and a rectangular forearm must be remved prior to recognition.
bounding box can &dctively define the range of skin |y order to remee the forearm from the hand the

tones. A lage number of skin tone samples wereetak |ocation and size of the palm is found, and its intersec-
and produced twindependent skin tone ranges:

P is in the \alid Cr/Cb range



tion with the forearm becomes the wrist location. A line  Gesture recognition is composed of the three signa-
approximately perpendicular to the forearm definedures described belo Each signature has épre-calcu-
which pixels are to be renved. lated centroids, referred to as refereneetors, for both

To find the palm a distance transform is computedhe open and closed positions. dlassify the gesture of
over the binary image acquired from the skin tone seleche current hand, a featurector is computed for each
tor [3]. For each piel P(x,y) the Euclidean distance Of the signatures. A mean squared error measure is cal-
ED(x,y) is estimated between it and the nearest non-skigulated between these featueetors F and each of their
pixel. The distance transform used is a modifiesion ~ associated referenceators Ri:
of the two passdst transform [17], lit with the addition
of diagonal distances. This pides more accurate
results, while still being in linear compiéy relative to MSE =
the number of pigls in the image.

The palm center is the st alue in the distance , ) .
transform, with a possiblexeeption of the upper part of A nearest neighbor approach is used _to determine the
closest match. Each featurector otes either open or

the forearm, and will define the radius of a circle encom- . - .
passing the palm.dTfind the wrist it is necessary to find ¢/0S€d and the class with the mostes wins. If the dis-

the direction from the center of the palm to the center of2NCeS between the featurector and the referencee
the wrist and intersect the palm circle with that point [3].10"S are too lae, the object is not considered a hand and

If the hand is not upside dm, we can assume that the is ignored. If no hand has been successfully found the

wrist will be \ertically belav the palm. Figure 2 s Previous location and state are assumed.

how this is done using an image from therking sys- Assuming a hand gesture is recognized, the location

tem. of the hand “hot spot” on the screen is calculatef@dif
Since the angle from the center of the hand to th&ntly depending on whether it is open or clqsed:

wrist is unknevn, and can ary arywhere between 0 and ~ (X,y) = (Center of mass + Center of palm circle +

IFl

180 dgrees bela the palm, all points are cheztk The Center of bounding box)/3
palm c_ircle is_gtended 1.5, 17 and 2.0 times to find  For open hands, the (x,y) location of the hand is
potential locations for the wrist. adjusted by maing it 10% of the distance between the

The number of skin-toned ks along lines tangent center of the wrist and the center of the palm.  Simi-
to the circle are calculated in 2gtee arcs along the larly, for closed hands the (x,y) location isvad 80%
lower half of each circle; the maximum is assumed a®f the same distance. This adjustment helps to compen-
the line intersecting the wrist. The direction between theate for the change in dimensions between an open hand
center of the palm and the center of the wrist is storednd a closed hand, whicHedts the center of mass and
for each circle and the twclosest angles (defined by center of bounding box calculations. The 10% and 80%
absolute dference) are w&@raged, and the resulting values were chosen becauseythkace the hot spot in a
angle is assumed to pointaards the center of the wrist. fairly consistent location rela to the wrist.

The three dierent circle sizes are used teod situa- However, due to noise, the hot spot can jump by
tions where the wrist is wered by a tch, bracelet, or  small amounts\ery frame, gen when the hand is pé
some other occlusion. ically stationary A simple tracking method is used to

The line determined abe is then folloved from the  help aoid this jumpiness which mak it easier to hold
center of the palm to 1.1 times the radius of the palnyour hand wer a small card. If the Euclidean distance
circle, and a tangent to the circle at that point is calcubetween the current location of the hot spot and the last
lated. All pixels bggond the tangent are assumed to rep4 hot spot locations is greater than 10efsx it is
resent the forearm and are rerad. assumed to be in thewdocation. If the distance is less
3. 5 Hand gesture recognition then 10 piels, then the current location igeaaged with

. . the last 4 locations and the result is considered the ne
After passing through the background SUbtr"’mt'or‘bcation of the hand. This enables the hand teemo

and skin-tone detection routines, it is assumed that onl . : . : o

. rge distances quite easilut still allows stability of
the hand and possibly one or more unconnected forearm ; . .

. ) . . . ) e hand while heering orer small objects.
regions will be present in the resulting binary image. It )
is also assumed that the hand @tically abwe the 3 6Signatures
forearm, and thus the uppermogiiom is selected as the Thewrist ray feature ector F is computed by pro-
hand. jecting rays in a 360-deee arc from the calculated cen-
ter of the wrist [10]. Each ray contains the Euclidean
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Figure 2:Stepsin the processing of a hand image. (Far Ieft) | nput images of open and closed hands, as
captured by the system. (Near |eft) The same two images after background removal and skin segmentation.
(Near right) Open hand showing distance transform and wrist/forearm detection. (Far right) Closed hand
showing distance transform and wrist/forearm detection.

distance from the center of the wrist to the last obje&l pix Circles are rotation-wariant and thesealues do not

in evenly spaced 4-dgee arcs, ging a total of 90 rays: require ag correlation to match the referencectors. Thus
a single mean squared error measure is computed directly

£(6) - J(“’anst*f°W|ast(4e))2+(°°'wrist+°°'|ast(4e))2 _between the_z _fegt_ureeutor and each referenceector

width, instead of minimizing a set of correlations assvdone for

the wrist and center rays measuresaiAga nearest-neigh-

for 0<6<=90 dgrees. Haing 90 rays preides a good bor approach is tah to classify the gesture.
set of data, while not being toxpensie to calculate. Because each of the three signatures rmiyfder \ari-
Fewer rays vould cause too marfalse posities, while too  ous conditions, and often do nailf simultaneously a
mary rays will be eerly restrictve and cause too man  majority-rules approach is tek. The classification
false ngatives. Each distance isvitied by the diameter of  assigned to the gesture by each of the three methods is con-
the palm circle, which has thefedt of representing the sidered to be a ‘dte”, and the class (either open or closed)
width/height ratio of a human hand. It is useful towribat with the most wotes is considered correct [7]o Bssist in
the hand has approximately the right proportions, which minimizing small errors due to noise, which may cause an
should be relately consistent across all human hands. incorrect wte by more than one method, a bias is used to

To account for the rotation of the hand the featetor give precedence to the preus gesture.
is rotated around a 360-gtee arc. The nearest correlation, 4, System Evaluation and Conclusion
Ci, for each of the referenceators is selected as the mini-
mum mean squared error: A nearest-neighbor approach i

used on the resulting Calues to classify the hand gesture tone could be mis-classified, resulting in errors in later pro-

as elther open or closed. o ] cessing and culminating in an inaccurate hand location or
Thiscenter ray feature ector is similar to the wrist rays pose. Figure 3 shes what happens in this case. It should be

but the origin point of the rays is at the center of the palm entioned that theaflure rate is so lo that a reliabledil-
circle, instead of the wrist [10]. This has the sanfecefas ure rate could not be determined.

representing the width/height ratio, which produces good
separation between open and closed hands. While the same,,
approach is used for the dvgignatures, it is often the case

)[Ar/]hentahorn:”wnl correctly characterize the hawerewhen the forearm be remved &actly at the wrist location,ub
€ otherails. only that it is relatiely consistent. Caersely failure is

The hand circle feature ector is a ratio of the number  efined as when considerably more or less of the forearm is
of skin piels to the total number of mls within concen- removed than Bpected.

tric circles[10]. The innermost circle is the palm circle, and
always has aalue of one. The remaining circlesveaadii
of:

Although the vision input system is quite reliable, it
Tould possibly dil in a number of places. First, the skin

Forearm remeaal is considered successful when it sepa-
es the hand from the forearm consistently acrogsr-dif
ent hands and rotations. It dogsmécessarily require that

When the forearm remal fails, it is usually caused by
an incorrect location and width of the palm circle. If the
binary image returned from the skin selector is ‘wrong’ it
will cause the highest distance in the distance transform to
no longer be the center of the palm. Since this distance
defines both the location and width of the palm circle, and
therefore the location of the tangemictor that is used to

mwW, m 0O [1.2141.61.92.22.5]

where W is the radius of the palm circle.



cut the forearm, an error will cause the whole forearm was considered a plus, and the error messages were consid-
removal process todil, as seen in Figure 3. ered to be ery good, gen by aperts. Playing the ame

With a failure in the forearm remval, both the location ~ Wwas generally an enjable eperience, and most of the
of the center of the hand and the location of the wrist will players see atous uses of this technology to other inter-
not be accurate. Since these locations are used in all 3 redaces.
ognition signatures, the hand will usually not recognize  Finally, there were one or ttwcomments that the inter-
properly In particular there were three methods used to face vas ‘jerky’, that the system could not quite process
identify the hand area after forearm remilp the rates of  enough frames per second. The computer is a 1.4 GHz PC,

success are: and performance will almost certainly be adequate if a 2.0

GHz machine were used. This system did appear to be
Method Closed Hand | Open Hand faster than the others appearing in the literature.
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