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Abstract 
A novel approach for object segmentation and 
recognition is described. The aim of the approach is to 
select a proper shape model from a model set to guide 
object segmentation. The process of model selection, 
which is based on the shape similarity between the 
target object and shape models, is then used for object 
recognitions. The integrated process of object 
segmentation and recognition is formulated as a 
constrained contour energy minimization problem. The 
solution derived from this formulation produces an 
integrated searching process consisting of two 
iteratively alternating procedures of contour evolution 
and shape matching. The process stops at a final 
contour together with a shape distance measure to an 
object model for recognition. Successful illustrative 
results on both segmentation and recognition are 
reported.  
 
1. Introductions  
Object segmentation is an important, yet unfortunately, 
difficult issue in computer vision. Various challenges 
in object segmentation often require that segmentation 
methods take advantages of comprehensive 
information on the features of object boundary, 
interiors, and shape. Trying to integrate these features, 
model based segmentation methods [3] [4] are 
proposed and are rather successful in numerous 
applications. However, a limitation for these methods 
is that they often require a condition that a shape model 
[4] [16] that can well represent the shape of target 
object is given. The construction of a shape model that 
can well represent the target object often needs 
extensive training and is often unavailable in many 
situations. In the paper, we are trying to overcome the 
limitation by concerning with object segmentation 
using a model set, one of which represents the shape 
similar to that of target object. The aim of the method 
is to select a proper shape model from the given model 
set and use it to guide object segmentations. Since 
shape model selection is based on the shape similarity 
between objects and shape models, the method can be 
conveniently used for object recognition. In the 

following, we will list a few scenarios that illustrate the 
motivation of the proposed approach. 

Consider we are segmenting a rather large number 
of objects, the target objects can be from different 
categories. (For example, the target objects can be 
bananas, apples, or cucumbers). Though we have the 
object shape models, we have to select the right model 
for every object segmentation application, which often 
requires human intervention. It is most desired that the 
method can recognize the object and select the 
corresponding shape model to guide segmentation.  

The method also provides an alternative to other 
object recognition techniques [5] [6] [7]. Though 
object recognition techniques are rather effective in 
recognizing a large number of objects, they may have 
difficulties in accurately recognizing objects with 
reflectance, shadings, occlusions, and noises [7]. Since 
the approach is more robust to most segmentation 
difficulties, it has a potential of improving the 
recognition accuracy in these cases. 

The paper formulates the integration of object 
segmentation and recognition as a constrained 
optimization problem. The contour energy function 
includes the snake energy function and the shape 
matching distance function between the contour and an 
object shape model using the thin plate spline method 
[2] [14], and the constraint includes contour interior 
features. Thin plate spline method provides a flexible 
class of coordinate transformations [2] [14] in shape 
matching and recognition. It needs only a set of 
corresponding contour points from the model shape 
and a target contour to establish the transformation 
coefficients. The point correspondence is established 
by shape context method [2], which is invariant under 
affine transform and robust to noises, missing parts, 
and local deformation. The solution derived from this 
formulation produces an integrated searching process 
consisting of two iteratively alternating procedures of 
contour evolution and shape matching. The process 
stops at a final contour together with a shape distance 
measure to an object model for recognition.  
 

2. Related Works 
In [16], an original parametric deformable model is 
proposed. The method applies a flexible shape 
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constraint, in the form of probabilistic deformable  
model, to object segmentation, which is  effective to 
represent natural objects with irregularity and diversity. 
This concept is extensively applied in later literatures 
[3] [4] [10] [11] [12]. [16] is further improved by 
incorporating more image features using game 
theoretical approach in [4] . The methods [4] are robust 
to noises, gaps, and are rather successful in many 
applications. However, they often have difficulties in 
dealing with poor initialization.  

In an effort of dealing with poor initialization, the 
concepts of probabilistic deformable models are 
applied in the formu lations of level set [5]. In [10] [11] 
[12], object shape models are incorporated in level set 
methods. Typically, the methods are first to construct 
shape models by generating a distance map to 
characterize shape statistics, and then incorporate the 
constructed shape model into an objective function for 
segmentation. Level set based curve evolution 
techniques are then derived to minimize the objective 
functions.  

In summary, model based object segmentation 
methods produces more favorable results in dealing 
with many segmentation difficulties including gaps, 
noises, and object interior inhomogenity than free form 
object segmentation methods [1] [9] if the shape model 
can well represent the shape of target object. However, 
in these methods, complicated model constructions are 
often needed for specific object segmentation 
applications. It is most desired that a common shape 
model set or library can be used in an extensive range 
of segmentation applications. Here, we note that 
deformable models have been proposed for the 
integrated problem of object segmentation and 
recognition [18]. However, these works are more  
suitable for the applications of document image 
segmentation and recognition and are unfavorable for 
segmenting and recognizing objects with shadings, 
occlusions, inhomogeneity, and reflectance. 
 
3. Overview of Approach 

The problem of object segmentation and recognition is 
composed of two components: 1) shape model set 
construction 2) shape model selection (object 
recognition) and object segmentation based on the 
selected shape model.  

To build shape model set, we select an ideal object 
example as the shape model to simplify the process of 
shape model constructions. A shape similarity measure 
between the shape model and a given contour can then 
be defined by finding the corresponding point sets from 
the two contours and evaluating the matching distances 
of these two point sets using thin plate spline method 
[2]. The shape similarity measure is to be used for the 
later object segmentations. 

When the shape model set is built, a model based 
object segmentation method guided by shape model is 
then applied for each model. The method is a model 
based deformable contour within a framework of 
constrained contour energy minimization [9]. The 
solution derived from the method produces two 
alternating processes of contour evolution and shape 
matching. The contour evolution is generally driven by 
the information of image gradient, object interior 
features, and estimated shape model. The contour 
shape matching dynamically combines the current 
contour with the shape model to generate an estimated 
shape model contour, which is then used in contour 
evolution. The algorithm stops at a resulting contour 
together with a distance measure to the selected model 
contour for object recognition. We select the resulting 
contour with the smallest distance to one of the shape 
models as the final result and the shape model as what 
target object belongs. The philosophy can be explained 
as “shape model competition”, in which each shape 
model in the model set competes to guide the object 
segmentation or shape formation, and the shape model 
that wins the competition, which is evaluated by the 
distance to the resulting contour, is declared as the 
winner, and its associated contour is the resulting 
contour. 
 
4. Shape Model and a Given Contour 
Matching Using Thin Plate Spline Method 

In this section, a shape matching distance measure is 
established between a close contour and a model close 
contour through a mapping for both continuous and 
discrete formulations. The coordinate transformations 
are derived to minimize the shape matching distance by 
using thin plate spline method [2][14]. The shape 
matching distance measure will be included in the 
energy minimization formulation.  

Let ))(),(( qyqxΓ  be a close contour in a Cartesian 

coordinate system 
tC  with x  and y  denoting x - and 

y -coordinates, where )1,0[∈q  is contour parameter 
and ))(),(( qyqx  are contour points on ))(),(( qyqxΓ .  
Let ))(),(( pvpuM  be a model close contour in 
another Cartesian coordinate system 

mC  with u  and v  

denoting u - and v -coordinates , where )1,0[∈p  is  

also the contour parameter and 2))(),(( Rpvpu ∈  are 

contour points of ))(),(( pvpuM . 2R  is a two 

dimensional open domain. It is easy to see that there 
exists an invertible continuous function )(qp χ=  that 
maps point ))(),(( qyqx  to its corresponding point 

))(),(( pvpu  on ))(),(( pvpuM . Thus ))(),(( pvpuM  
can be denoted as )))(()),((( qvquM χχ . For 
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simplicity, we will denote respectively ))(),(( qyqxΓ , 

)))(()),((( qvquM χχ , and  ))(()),((( qvqu χχ  as  

)(qΓ , )(qM , and  ))(),(( qvqu , respectively, from 

now on.  
To match )(qΓ  and )(qM , we have to determine 

coordinate transformations ))(),(( qvquf x
 and 

))(),(( qvquf y  from )(qM  to )(qΓ , such that 
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In the paper, we use thin plate spline method [2], which 
is commonly used for flexible coordinate 
transformations, to minimize Eq. (1). Using thin plate 
spline method is: to first select two point sets from 

)(qM  and )(qΓ , and then evaluate the transformation 

xf  and yf  by minimizing the matching distance 

between the two point sets. Specifically, let   
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are coordinate transformations that match MV  to ΓP  
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are the bending energies, and 0>λ  is the 
regularization parameter controlling the smoothing of 
the transformations of ),( vuf x

 and ),( vuf y  [2] [14]. 

Eq. (3) can be minimized by solving a set of linear 
equations to be illustrated in the later section. 
According to [2] [14], bending energies an efficient 
measure indicating the shape similarity and in this 
paper, the total value of bending energies is used as an 
index for object recognitions. 
 
5. Model Based Object Segmentation 

In this section, model based object segmentation 
method is derived and applied for each shape model in 
the model set. Here, for ease of presentation, only a 
single model )(qM g  is considered. As discussed in 
Section 4, the shape matching distance is used to 
define a distance between an input contour and model 
contour. This shape matching distance along with the 
features of object interior sand boundaries is integrated 
in a constrained contour energy minimization 
formulation for object segmentation. The bending 
energy of the shape matching is then used as the object 
recognition decision mechanism for selecting the class 
belonging of an extracted contour to one of the model 
set.  

As shown in Fig. 5.1, ),( tqC  is  a deforming close 

contour with interior Ωc(t) at time t. Our problem then 
is to find C(q,t) such that  
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is minimized subject to the region constraint [9] [13],  
              

VTyxD ≥),(         if  (x, y)∈ Ωc(t)        (5)  
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where s is the arc length, ),( yxI  is the image 
brightness at ),( yx  and 
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1
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)),(( tqCI∇  is the gradient of ),( yxI  with ),( yx  on 

),( tqC ; 
VT  is a positive threshold. ),( yxD  can be any 

function characterizing the interior of expected target 
contour. As a special case, let 

σ
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where IG*∇  is the absolute value of the gradient of 

I(x, y) smoothed by a Gaussian filter N(0, σ1
2) and I0 is 

the average intensity over target boundary interior TΩ . 
Notice that the first term on the right side of Eq. (4) is 
the snake energy based on the image gradients, and the 
second term )(⋅csε  is the total value of the matching 

squared distances between the evolving contour  
),( tqC  and the model contour )(qM g .  

Using Lagrange approach, we have 
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where 01 >λ  is a constant multiplier. 
To minimize Eq. (6), our first step (Step A) is to 
deform ),( tqC  while keeping 

xf  and yf  unchanged. It 

can be shown that minimizing Eq. (6) is equivalent to 
minimizing  

[ ]∫∫∫∫

∫

ΩΩ

−−−−

∇=

CC

dxdyTyxDdxdyyxDw

dstqCIgwffqMtqCL

Vf

tqC
yx

g

),( ),()1(

))),(((),),(),,((

1

),(

λ
 

                                                                             (7) 









−

∈

=

 )( outside is ),( if  )(),,((dist

)(),( if                                       0

)( inside is ),( if     )(),,((dist

),( where

2

2

gg

g

gg

f

MTyxMTyx

MTyx

MTyxMTyx

yxD

,   

{ })())(),((:)))(),(()),(),(((

)( 

qMqvquqvqufqvquf

MT
g

yx

g

∈

= ,  

 
and ))()),(),(((dist gMTqyqx  is the shortest distance 

from point ))(),(( qyqx  to a point in )( gMT . 

Pattern after the derivation procedure of [13], the curve 
evolution formu la corresponding to Eq. (7) is  
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Our next step (Step B) is to keep C(q,t) constant, and 
then to minimize Eq. (6) or equivalently minimize 

csε  

by adjusting 
xf  and 

yf . To facilitate our minimization 

process, the approximated discrete form psε  is used as  
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where { }NiqyqxP iiC ,,2,1:))(),(( L==  is  an 

equally spaced point sequence set on ),( tqC  in 
clockwise direction, and 

MV  is the corresponding point 
sequence set as defined earlier. 
According to [14], minimizing Eq. (9) is to solve, 
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The ith row of P is ))(),(,1( ii qvqu . K is a matrix 

composed of components, 
       )))(),(())(),((( jjiiij qvquqvquUK −= ,    (11) 
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where 
dI  is an identity matrix. We then solve Eq. (10)  

using a regular linear algebra method. The resulting 

VTyxD ≥),(  

),( tqC  

if  (x , y)∈ Ωc(t )  yx ff ,  

)(qM g  

Fig. 5.1 An illustration of Eq. (4) and Eq. (5) 
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uW , 
vW , 

uA , and 
vA  are then used to form new 

xf  and 

yf  transformations employed in Eq. (7) and Eq. (8) to 

guide contour deformations. 
Discussion: 

It is easy to see that the minimization of 
),),(),,(( yx

g ffqMtqCL  is composed of two steps. The 

first step is the deformation of ),( tqC  driven by the 
curve evolution formula of Eq. (8). In this deformation, 
the contour point velocity is determined by the 
combined effect of region features [ ]VTyxD −),( , 

contour gradient function { })()( NgwIwkg ⋅∇−∇ , and 

shape matching distance [ ]ff TyxD −),(  between 

),( tqC  and )(qM g . The second step is the 

recalculation of 
xf  and 

yf  using Eq. (10). In here, the 

resulting 
xf  and 

yf  are to produce a new ),( yxD f
. In 

applications, the problem of the above solution is that it 
is easy to be trapped into local minima . More 
specifically, the computation of Eq. (10) can only 
accurately estimating 

xf  and 
yf  to guide contour 

evolution when the deforming contour is rather close to 
the target boundary. Since in the initial stage, the 
deforming contour ),( tqC  is rather arbitrarily placed 

inside the target object, the transformations 
xf  and 

yf  

computed by matching the equally spaced point sets on 
),( tqC  and shape model is unreliable in predicting the 

actual target object boundary to guide contour 
evolution.  

To handle this problem, we apply Mean Field 
Annealing approach (See MFA based deformable 
contour method [17]) to parameter 1λ  of Eq. (7) and 

set 1λ  as a monotonically decreasing function of time.  

         
π

λλ
t

c101 −=                 (12) 

where 
0λ  and 1c  are positive constant. 

With the introduction of Eq. (12), the contour 
deformation is mainly driven by the object interior 
features when the contour is small and outgrowing. As 
the contour approaches target boundary, the contour 
deformation driven by region features gradually decays 
and it is more and more affected by shape features. The 
whole contour deformation process can be viewed as a 
combination of a free form contour deformation driven 
by the image features and that driven by a parametric 
deformable model.  

With the modification, the method gains 
improvements in overcoming local minima and 
segmentation difficulties of gaps and noises . However, 

it still have difficulties in segmenting objects with 
occlusions and heterogeneity, where the deforming 
contour mainly driven by object interior features is 
unable to approach a location nearby the target 
boundary. Here, only segments of target boundary 
instead of the entire target boundary can be 
approximately reached.  

To deal with this problem, we first roughly 
estimate the size of the target object by a pre -
segmentation method, such as K-mean, or by human 
intervention (proportional to the parameter, total 
iteration number 

TN . see Section 7). We normalize the 
selected shape model to the estimated size  and modify 
Step B of computing Eq. (10) as: iteratively search for 
a best match between the deforming contour segment 
and the model segment using shape context [2]. Select 
equally spaced point sequence set on the matched 
contour segments in clockwise direction and compute 
Eq. (10) for 

xf  and 
yf . It should be pointed out that 

though in the method, only shape context [2] is used 
for matching contour segments, other shape matching 
method such as [8] can also be to be employed for the 
same purpose.  

When the resulting contour is reached, a shape 
distances between the resulting contour and the 
selected contour is computed according to the bending 
energy 

bE  of the shape matching with, 

         ),( vvuukb KWWKWWCE +=       (13)        

The smaller 
bE  is , the higher shape similarity is. 

kC  is 

a constant and is set at 0.001 in our applications. The 
recognition decision is then based on having the 
minimum 

bE  among a class of models. 

 
6. Algorithm Description 
The algorithm can be illustrated as the follows:  
(a) Select shape model 1),( =gqM g  from the model 

set njqM j L,2,1),( = . Select an initial small 
seed region ϕ  (usually with size of 3 by 3 pixels) 

in ΓΩ , the interior of the object.  
(b) With )0,(qC  being the boundary of ϕ  at 0=t , 

compute the mean brightness 0I  of ϕ .  Set 

0),( =yxD f .  

(c) Obtain ))(),({( iiM qvquV = },2,1: Ni L=  of N 

equally spaced point sequence set of )(qM g  in a 
clockwise manner.  

(d) Evolve ),( tqC  according to Eq. (8) using the level 
set narrow band algorithm [5] for l iterations. If the 
maximum point velocity of ),( tqC  is less than a 
velocity threshold value h, or the total number of 
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iterations 
TN  is reached, then stop the algorithm, 

compute the bending energy of the resulting 
contour and )(qM g  according to Eq. (13) and go 

to Step (h). If the total number of contour points is 
less than N, repeat step (d).  

(e) Link contour ),( tqC . Form ))(),({( iiC qyqxP =  

},2,1: Ni L=  an approximately equally spaced 
point sequence set of ),( tqC  in a clockwise 
manner. Select the best match point subsets in 
between 

CP  and MV  using the shape context 

method described in Section 3.1 of [2]. 
(f) Update 1λ  according to Eq. (12), compute 

xf , yf  

according to Eq. (11) and ),( yxD f  according to 

Eq. (7). Go to step (d). 
(g) Save ),( tqC  as the resulting contour using shape 

model )(qM g . Increase g by 1. If Ng > , select 
the resulting contour with lowest bending energy 
as the segmentation results and the associated 
model class the recognition results. 

Remark: The proposed algorithm has over all 7 
parameters: velocity threshold h , total number of 
iteration 

TN , factor 
kC  (Eq. (13)), l (iteration number 

per 
xf  and yf  updating), weight w  (Eq. (8)), weight 

factors 
0λ  and 

1c  (Eq. (12)), and multiplier λ  (Eq. 

(11)). Velocity threshold h  and maximum iteration 
number 

TN  are common parameters for level set 
algorithms [9] and in all the following experiments, we 
keep h  constant as 0.001. 

TN  is usually set at the 

range of 800~ 2000 . As indicated above, 
kC  is set 

constant as 0.001. The iteration number l  is set as 100. 
In most applications,w  is set at 0.005 to emphasize the 
weight on the shape matching distance. 

1λ  is set as 

1000. We set λ  as 5000.  
 
7. Experiments 

In this section, we would like to apply the derived 
algorithm to demo nstrate both segmentation and 
recognition on Fig. 7.1(a) consisting of two apples, one 
banana, one cucumber, and one pear on a 144 by 108 
image obtained from a web-site http://cs -
www.bu.edu/groups/ivc/data.html from [15]. We first 
use the apple model on the derived algorithm discussed 
in Section 6 with an initial seed region inside each fruit 
object. The algorithm runs 5 times, one on each fruit. 
The resulting five contours are shown in Fig. 7.1(b), 
and the resulting 

bE  values are in column one of Table 

1. As one can see that both Apple I and Apple II 
contours are rather nicely segmented even with Apple 

II touching the cucumber. Without the apple model, 
one will have some difficulty separating the two. The 
experiment is repeated for the banana model, the 
cucumber model and the pear model with the resulting 
contours shown in Figs. 7.1(c), 7.1(d) and 7.1(e), and 

bE  values in columns 2, 3 and 4, of Table 1, 

respectively. The banana in Fig. 7.1(c) has the best 
segmentation result noticing the dark banana skin cover 
on the upper right side of the banana. The cucumber in 
Fig. 7.1(d) has the best segmentation among all other 
models in Figs. 7.1(b), 7.1(c) and Fig. 7.1(e). Similar 
result can be reported on the pear in Fig. 7.1(e). Our 
recognition decision is based on the minimum 

bE  

value on each object in using different model 
assumptions as shown in Table 1, i.e., selecting the row 
minimum value as indicated by (*). All are 
successfully recognized. 

The algorithm has then been applied on Fig. 7.2(a) 
with a green pepper and a cucumber with Gaussian 
noises of variance 1000. With the noises, the touching 
parts of the cucumber and green pepper are rather 
unclear and besides the noises there are inhomogeneity 
inside cucumber and green pepper making the 
segmentation rather difficult. The algorithm overcomes 
the difficulties with the results demonstrated in Fig. 
7.2(b).  

Fig. 7.3 illustrates the process of the method 
extracting object boundary with occlusion. Fig. 7.3(a) 
is an image of size of 300 by 400. The aim is to 
segment the banana on the right side. As we can see 
from Fig. 7.3(b), 7.3(c), the method firstly segments 
the lower part of the banana. By correctly matching the 
segment to the shape model, the method is able to 
overcome the occlusions and reach the final result as 
illustrated in Fig. 7.3(d). 

The algorithm has also been successfully applied 
on Fig. 7.4(a), Fig. 7.5(a), Fig. 7.6(a), and Fig. 7.7(a). 
Fig. 7.4(a) is an image of size 300 by 400 consisting of 
two bananas with partially occluded by a cucumber,  
Fig. 7.5(a) and Fig. 7.6(a) are images of size of 104 by 
188 consisting of bananas and pear. Fig. 7.7(a) (c) are 
images of size of 240 by 320 consisting of multiple 
objects including cucumbers, egg plant, green and red 
peppers, and carrots. In all the images, reflection, 
shadow, and occlusions make the segmentations most 
difficult. With the help of the models, we successfully 
segmented all the objects as shown in Fig. 7.4(b), Fig. 
7.5(b), Fig. 7.6(b), and Fig. 7.7(b) and Fig. 7.7(d). As 
we can see from the results, rather successful results 
are demonstrated.  
 
8. Conclusion 

We have introduced a framework of deformable 
contour methods that integrates edge, shape model, and 
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Banana 

Apple I 

 Apple II 

 Cucumber 

 Pear 

Fig. 7.1 (a) original image (b) results using the apple 
model (c) results using the banana model (d) results 
using the cucumber model (e) results using the pear 
model 
 

(a) 

(b) (c) 

(d) (e) 

object interior structure information into one unified 
optimization formulation for object segmentation and 
recognition. The framework can conveniently 
incorporate a very general class of region features 
including color and texture. The resulting algorithm is 
more robust to many segmentation difficulties 
including occlusion, gaps, and noises . It is also very 
straightforward to apply object interior features 
together with shape information for object recognition. 
Successful illustrative results on both segmentation and 
recognition, and occlusion recovery have been 
achieved using the derived algorithm.  
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Bending Energy    Model 
          

Object Apple Banana Cucumber Pear 

Apple I 0.627* 1.361 1.276 1.773 

Apple II 1.699* 2.381 2.897 2.483 

Banana 4.88 0.498* 0.700 0.557 

Cucumber 4.605 6.737 1.919* 3.477 

Pear 2.948 2.224 2.349 1.954* 

Table 1. Resulting Performance Matrix 
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Fig. 7.4 (a) Original image (b) Resulting contours 

Fig. 7.5 (a) Original Image (b) resulting 
contour 

Fig. 7.6 (a) Original Image (b) 
resulting contours 

Fig. 7.7 (a) Original Image. (b) resulting contour of (a). (c) Another original 
image. (d) resulting contour of (c). 
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Fig. 7.3 (a) Original Image (b) resulting contour in iteration 
150 (c) resulting contour in iteration 250 (d) final result 

Fig. 7.2(a) Original image under Gaussian Noise (b) 
resulting contours 
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