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Abstract 

Object adapted graph is a flexible and powerful 
representation mechanism that has been successfully 
applied in pattern recognition. In this mechanism 
objects such as human faces are described by a labelled 
graph, wich the facial features comprises the nodes and 
topographical relations form the edges. In this paper we 
present a system for face recognition, which is based on 
object adapted graphs and outcomes from making some 
extensions to the EBGM method in order to optimize 
the face graph matching process. We use packs instead 
of jets to describe the facial features more complete. 
Therefore the system doesn’t need an extensive FBG to 
cover the possible variations in the appearance of facial 
features. Besides, we propose a new method for Image 
graph extraction, which is based on genetic algorithms 
and uses only the magnitude of the coefficients. The 
system has been tested on ORL face bank and showed 
satisfactory performance. 
 
Keywords: face recognition, Gabor wavelet, Genetic 
algorithms, pack, ORL database.    
 

1 Introduction 

Automatic recognition of the human faces from single 
images is considered as one of the fundamental 
problems in pattern analysis and has been an area of 
active research for past 30 years. Face image variations 
in lighting conditions, size of the head, facial expression 
and poses, etc. are some instances that caused 
computerized face recognition system can’t achieve the 
same accuracy of human vision system. The system 
introduced here, is based on Elastic Bunch Graph 
Matching system, which is presented by L Wiskott et al 
[8]. In the mentioned system the faces were described 

by an adapted graph, which the nodes are labeled with a 
set of Gabor wavelet coefficients called jet, and the 
edges are labeled with distance information. Since there 
are some possible variations in the appearance of faces, 
to find the face graph in new images, a stack-like data 
structure was introduced called Face Bunch Graph 
(FBG), which served as a generalized representation of 
faces by combining graphs of individual faces. The 
graph matching algorithm tries to find a position for 
each node of the graph, which maximizes the feature 
similarity and minimizes the topography costs at the 
same time [8]. After having extracted the image graph, 
face recognition was accomplished by comparing an 
image graph to each graph in the model gallery (data 
base) and picking the one with the highest similarity 
value. 
We have made some extensions to the proposed system 
in order to improve the recognition rate and reduce the 
time of matching process. A Gaussian set of jets called 
pack is used to describe the facial features more 
thoroughly and less sensitive to the exact position and 
states of facial features. Nodes of face graph labelled 
with these packs. Like most of the matching algorithms, 
our matching process has two phases: Global Move, 
which approximates the best matching position of face 
by preventing graph distortion, and Local Move, which 
allows nodes to move individually and refine the 
matching. We use the average FBG to find approximate 
face position (same as EBGM) and for local move, we 
propose a new method, which is based on genetic 
algorithms and uses only the magnitude of the 
coefficients.     
 

2 Gabor Wavelet Filters  

The Gabor wavelet filters, closely model the receptive 
field properties of cells in the primary visual cortex and 
remove most of the variability in images due to 
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variations in lighting and contrast [1]. For each filter the 
complex Gabor wavelet coefficients are made up from 
two parts: one is real part, which corresponds to even 
symmetry of a receptive field (RF) cell, and the other is 
imaginary part, which corresponds to odd symmetry of 
a RF cell (Fig.1).  
 
 

 
 
 
Figure 1. Real and imaginary components of a two-
dimensional Gabor function  
 
 
This observation can be modelled by a Cosine function 
for even symmetry and a Sine function for odd 
symmetry, as follow (1),  
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and,  corresponds to odd-phase filter: 
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If both symmetries are combined in a complex notation 
with: 
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Then Gabor biologically motivated filter can be 
formulated: 
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In these equations, wave vector k  determines the 
spatial frequency and orientation tuning: 
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The result of filtering a new image I with a spatial 
Gabor function (spatial wave vector), is defined as a 
convolution of the image (Fig.2):   
  

( ) ( )∫Ψ= rdrIrrrR rrrrr )(,00  

 

 
 
Figure 2. Example of filtering a facial image with two 
Gabor filters used.  
 

2.1   Jets 

Typically the feature-based face recognition systems 
need to describe some facial point in the face image 
with high-level information content. One of the most 
powerful descriptions of these facial features is done by 
jets, which are based on Gabor wavelet transform.  
A jet is a set of convolution coefficients for kernel of 
different frequencies and orientations at one image 
point, which describes the local neighboring pixels, 
surrounding that given point.  
We use a set of 5 frequencies and 8 orientations; similar 
to the one is used in [8], in our system. Therefore for 
each point of the image we have 40 Gabor wavelet 
coefficients.  
In order to compare jets, we use only the magnitudes of 
Gabor coefficients because they vary slowly with 
position, while the phases are so sensitive to location 
and the near image point’s phases are very different, 
although representing almost the same local feature. The 
similarity between two jets is given by the normed dot 
product of them:  
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Where a  is the j j th  Gabor coefficient in jet . J
 

2.1   Packs 

Although jets are suitable for facial features description, 
but since they represent only a small region surrounding 
a given pixel in the image, they can't cover the wide 
range of variations in the appearance of them. For 
example we cannot describe the different states of 
someone's eyes such as opened, closed, narrow, etc. 
with just one jet, and this makes the recognition so 
sensitive.   
To solve the problem we present a new structure called 
pack, which is a Gaussian set of jets in form of a  
window and is calculated as follow: 
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We employ 7 in our system and index i   -3, -
2 … 2, 3. The packs are comparable by jets similarity 
function as follow: 
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For understanding the difference between jets and 
packs, we explain it by an example. If you cover the 
face by a flat sheet, and make a small pore on it, 
detecting the pupil of left eye from that pore implies 
moving the sheet around the probable positions to get 
the situation and estimate the exact position of the left 
eye’s pupil. What will happen if the left eye were 
closed? Of course detecting the approximate position of 
left eye’s pupil will be so difficult and may be 
impossible. Now, what will happen if we make the pore 
wider and define the pupil, with its neighborhood, 
which are the other parts of eye even open, narrow or 
closed? Of coarse in this case we can approximate the 
position of left eye’s pupil more accurate, although the 
training condition (open eye) and test condition 
(narrow/closed eye) were not completely similar.    
 

3 Graphs 

3.1 Face graph 
 
 
Faces are represented by a labelled graph, called face 
graph. The facial features such as pupils, the corner of 

mouth, the tip of the nose, top and bottom of the ears, 
etc. comprise the nodes of this graph and distances 
between them form its edges, which describe 
topographical relations (a face graph from scientific 
point of view is given in fig.3.a). The nodes of the face 
graph are labelled by packs. We compare face graphs by 
a graph similarity function, which depends on the packs 
similarities and the topography of graphs in comparison 
with each other:  
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where   and  ∆   are the distance vectors used 
as labels of edges e in both graphs. 
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3.2    Face bunch graph 

While there are considerable variations in the 
appearance of facial features, jets must be taken in 
different states of these features, to make the graph 
extraction possible for any face images. Therefore a 
more comprehensive representation is needed in order 
to account for all possible within-class variations. Here 
we use The Face Bunch Graph introduced in [8], which 
is a stack-like structure and constructed by combining 
graphs of individual sample faces (the face bunch graph 
from scientific point of view is given in fig.3.b). So 
each facial feature (each node of face graph) is re-
presented by a set of alternatives in order to cover the 
variations.  
 
 
 

 
 
                   (a)                                       (b) 
      

Figure 3.   (a)  Face Graph       (b)  Face Bunch Graph 
 



4 Matching process 

Like most of the matching algorithms, our matching 
process consists of two phases:  
 

4.1   Global move 

Our global move strategy is the same as EBGM [8]. We 
first make a model graph by taking the average 
amplitude of the packs in each bunch of the FBG, in 
order to condense the FBG into an average graph. Then 
we scan the image with a model graph and evaluate its 
similarity at each location, to determine the approximate 
face posit-ion. The position corresponding to the best fit 
is used as starting point for local move step.   
 

4.1   Local move 

In local move, nodes are allowed to move individually, 
based on an evolutionary method such as Genetic 
algorithm for locating in best position and refine the 
matching.  
 

4.2.1 Introduction to GA 

Genetic algorithm is a method for moving from one 
population of chromosomes to a new population by 
using a kind of natural selection together with the 
genetic-inspired operators of crossover and mutation. 
Each chromosome consists of genes and each gene 
being an instance of a particular allele [5].  
 
Selection operator. The selection operator chooses 
those chromosomes in the population that will be 
allowed to reproduce. On average, the fitter 
chromosomes produce more offspring than the less fit 
ones.  
 
Crossover operator. The Crossover operator exchanges 
subparts of two chromosomes, roughly mimicking 
biological haploids recombination organisms.   
 
Mutation operator. The Mutation operator randomly 
changes the values of some locations in the 
chromosome. 
 

4.1.2 Local distortion  

Since all of the images we use in this system have been 
normalized in size and rotation, their face graph 
topographies are too close. Therefore the approximate 
position of each node, which is deter-mined in the 
global move stage, needs to relocate in a small 
surrounding region.  
If we propose the face graph with a chromosome, then 
each gene of that chromosome containing a node 
position and its small surrounding region comprises the 
allele of that gene (fig.4). 
After encoding the problem and making a random initial 
population, we allocate a fitness value to each 
chromosome based on its similarity to FBG. And 
perform the selection using roulette wheel to choose the 
individuals in the population in order to do crossover. 
Then we use two-point crossover, in which two loci are 
chosen at random and the segment between them are 
exchanged to create offspring for the next generation. 
Offspring are subject to point mutation in which a 
random locus is selected and its rate changes with a 
random value from its allele. Creating the new 
generation will continue until the average fitness value 
of the chromosomes in the population is close to 
optimum. 
 

 
 
Figure 4. Example of chromosome, gene, and allele in 
our model.  
 

5 Recognition 

After locating the face graph in the fittest position, the 
recognition is possible by comparing the extracted 
image graph to all model graphs in the gallery and 
choosing the one with the highest similarity value. The 
comparison is done by graph similarity function without 
the grid distortion effect: 
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With this little computational effort, the time of 
recognition among a medium database is so promising. 
 

6 Experiments 

6.1  Databases 
We have tested our system on two different databases. 
The first one is ORL face bank (fig.5), which contains 
400 images from 40 individuals persons, in different 
poses and the other one is a local bank (fig.6), we made 
from our university in the same size as ORL. 
 
 
 

 
 
Figure 5. Example of ORL database. 
 
 
 

 
 
Figure 6. Example of our local database. 
 

6.2 Results 

To test our system we first normalize the images in size 
and rotation, and for each image make the inter-eye line 
horizontal with distance of 25 pixels and cut it to 
standard size 60 x 60. 
The system has been tested on ORL database and 
showed a 97.7 correct recognition rate. 
To test the system on our local database we first omit 
the tenth picture, which shows the individuals wearing 
sunglasses, and the correct recognition rate was as high 
as 99.1 percent. Whereas sunglasses cover the eye 
features, adding the tenth image of individuals to the 
database has decreased our recognition rate to 93.7 
percent. 
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