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A method is proposed to correct the position and
pose of a camera-head by aligning a 3D model of
its surrounding environment with an observed 2D
image that is captured by a foveated wide-angle lens
in the camera. Because of the wide field of view of
the lens, the algorithm can converge even when the
initial error is large, and the precision of the result
is high since the resolution of the fovea of the lens is
high.
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1 Introduction

It is quite important to know the position and pose of
the camera accurately for variable applications[1] [2].
When a 3D model of the environment surrounding a
camera is provided, it is possible to know the posi-
tion and pose of the camera by aligning the 3D model
with the observed image. Some methods have been
proposed for 3D-2D alignment using the proximity
between the observed 2D points and the projections
of the 3D model points [3] or the proximity between
the projection rays from the observed 2D points and
the 3D model points [4] [5]. These methods assumed
the ability to detect identical features from both the
observed images and 3D model, such as corners or
roof edges. They could not be applied to cases in
which there were only curved surfaces in the environ-
ment. This difficulty was overcome by the method
proposed in [6] which enabled the use of occluding
edges as features. That method was successful in ro-
bust 3D-2D alignment even in complicated scenes by
using the two-type predicted image effectively which
are calculated from the 3D environmental model by
a graphics system (e.g. OpenGL etc).

In this study, the method [6] is extended to deal
with a foveated wide-angle lens [7] suitable for the
many visual functions. The camera’s wide field of
view means that the observed image has more fea-
tures than when a perspective lens is used. This is

very important for aligning the 3D model with the
observed image, especially when the initial error is
large. When the iterations almost converge to the re-
sult, the high resolution of the fovea is used to make
the result more accurate.

An outline of the method in [6] and the design
and simulation of a foveated wide-angle lens is given
in Section 2 and 3. Our proposed method is de-
scribed in section 4. Our study’s experimental re-
sults and evaluations of this proposed method are
given in Section 5 using simulated images. The last
section concludes this paper.

2 Overview of registration

The basic scheme of 3D-2D alignment using a per-
spective lens [6] is reviewed in this section. It uses
occluding edges as features to align the 3D model
with an observed image. Suppose that an image is
observed by a camera whose initial position and pose
are known (e.g. from dead reckoning data). Because
of estimation error, the projection of the environ-
ment model on the observed image is deviated. Con-
crete procedures for correcting this deviation are as
follows:

i) Calculation of 3D model points

The 3D model points corresponding to the ob-
served edges are calculated from the 3D environment
model and the initial estimated state of the camera.

This process is done quickly by reading the 3D
coordinates of the occluding edge points of the
depth image calculated by a graphics system such
as OpenGL.

The intensity image calculated by the graphics
system is used to remove any model points whose
strength is weak in the intensity image. The max-
imum gradient directions in the intensity image
around the projection of the model points are used as
their directional attributes which are classified into
8 directions. When a perspective lens is used, the di-



rectional attributes do not change with the 3D trans-
lation and rotation along the non-view axis. It is a
robust attribute of the edge point.

ii) 3D-2D point matching

The observed edge points, which are calculated
by the canny operator, corresponding to 3D model
points are determined based on the proximity to the
observed image and the consistency of the directional
attributes. The maximum gradient directions in the
observed image around the observed edge are used
as their directional attributes which are also classi-
fied into 8 directions. Only points with the same
directional attributes can be paired.

Since a small change in the camera angle causes a
large translation in the image, only the first time be-
fore 3D-2D matching, the projected 3D model points
are 2D-translated on the image to the position where
the model points overlap best on observed edges with
the same direction attribute. Territory-based 3D-
2D matching[8] which uses an isotropic search on re-
stricted regions obtained from the projected shape
of the model enables a high ratio of correct pairs.

iii) Calculation of 3D transformation

The method used in this step was proposed by
Heuring et. al. in [9].

Consider the rotation R and translation ¢ that
transform a 3D model point P; = (X;,Y;, Z;), re-
ferred in a local object-based frame which is the ini-
tial frame of the camera, into a position in the target
camera frame. The point in the target camera frame
must lie along the back projected ray from the ob-
served image position p; = (x;,y;, f), so that

RP,+t=Xp;, t=1,...,m. (].)

where \; is unknown.

Obviously, R(P; — P;) = \ip; — A\;pj, so the trans-
lation can be eliminated by confining R(P; — P;)
merely to lie in the plane spanned by vectors p; and
p;j. This leads to

(pi X pj) - R(P; — Pj) =0, (2)
fori=1,....,m—1,j =i+1,...,m. The optimal
rotation can be found by minimizing

m—1 m

minY " 3 ((pixpy) RIB-P)P. (3)

i=1j=1i+1

Once the rotation R is known, the translation can
be calculated by solving 2m simultaneous equations
on (te,ty,t.):

f(Xi+ta)
7+t

ottty
=Z; Z@{ ey =Y (4)

where P! = (X!,Y/, Z]) = RP;.

iv) Iteration

In step ii), the matching pairs may be incorrect
because the 3D point, which corresponds to an ob-
served edge point, may be occluded and invisible
in the predicted view. The linear approximation
adopted in iii) to get the rotation matrix also leads
to some errors. By iterating the process from i) to
iii), the predicted view converges to the observed im-
age and the correct position and pose of the camera
are achieved.

3 Foveated wide-angle lens

One of the authors et. al. proposed a novel design
and implementation of a foveated wide-angle lens[7].
It is most suitable for active-vision applications in
complex and dynamic environments.

3.1 Design

The core part of this lens design is the projection
curve shown in Figure 1, which maps the incident
angle ¢ of an optic ray entering the lens system to
an image height h on the CCD surface, and both are
measured from the optical axis. The curve consists
of three parts, a, b and ¢, which are represented by
the following equations respectively.

h = fitang, 0<¢ < ¢ (5)
h = log,(f20) —p, ¢1<p<¢o  (6)
h = f3Q5 + q, ¢2 S QS S d)max (7)

a is tangent representing perspective part, c is
linear representing spherical projection, and b is log-
arithmic and connects a and c.
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Figure 1: Projection curve

As shown in Figure 2, the resolution of central
part is high and oppositely low in the periphery. The



field of view is 120 degrees. Figure 3 shows an actual
image taken with the foveated wide-angle lens for our
experimental mock-up of a nuclear power plant.
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Figure 2: Spatial resolution curve

Figure 3: An actual image from the lens

3.2 Simulation in virtual environment

Wide field of view is generated from normal perspec-
tive views synthesized by a conventional graphics
system like OpenGL[10]. The basic concept is di-
viding the wide field of view of a generated image
into several views each of which is covered by a per-
spective view and calculating the pixel value of the
generated image from the corresponding pixels val-
ues in the perspective images that are generated by
a conventional graphics system.

According to the projection curve, the 4 vertices
of a pixel in a generated image are mapped onto 4
points in a perspective image as shown in Figure 4.
The intensity and the depth values of the original
pixel, p and d, are calculated from averaged pixel
values surrounded by P!, P?, P3 and P%.

Figure 5 is a generated intensity image and Fig-
ure 6 is a generated depth image.
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Figure 4: Transform a pixel from a generated image
into a perspective image

Figure 5: A generated intensity image

4 Proposed method

Please see the Appendix for notations used in this
section.

4.1

Since the current 3D model includes walls behind the
pipes, the fixed depth threshold is introduced to de-
tect occluding edges. If the threshold is set not to
loose occluding edges made by pipes near the walls,
over estimation becomes possible, especially in the

Calculation of 3D model points

Figure 6: A generated depth image



periphery because the low resolution exaggerate the
depth difference between the next pixels even on the
same surface. To reduce this over estimation, only
the depth edge is selected when it is also intensity
edge and both directions are the same. The model
points are selected from the edge points by constant
sampling. Actually, the model points are shifted one
pixel towards the opposite direction of depth deriva-
tive so as to avoid the unreliability of depth values
on occluding edges. The dotted points show the se-
lected 3D model points in Figure 7.

4.2 3D-2D point matching

In the case of warped projection as shown in Figure
1, pure translation causes changes of edge direction.
The comparison of directions between edge points is
performed after the following conversion. (di,d>) is a
original direction and (e1,es) is the direction on the
virtual perspective projection plane (See appendix).
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As same as previous algorithm, for the first iter-
ation, pure 2D translation is adopted for the correct
point pairs to get close. In the case of perspective
projection, just translation of model points on image
plane was enough, but it is not in the case. Then
the possible 2D translations of model points are per-
formed on the virtual perspective projection plane
and the best translation is selected when the model
points after projected back onto the foveated projec-
tion plane overlap best to input edges.

Since the central area of the lens has high resolu-
tion, the 2D position error between the estimated im-
age and the observed image in this area is large, even
after the first iteration. Figure 7 shows the match-
ing pairs after the first iteration. The color points
in image B are the model points in the matching
pairs, and the color represents their directions. The
color line segments in image A represent the corre-
spondence relation of the pairs. One endpoint of the
line segment is a observed edge point and the other
represents the position of the corresponding model
point. Figure 7 shows that the matching pairs in
the center portion are not correct.
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4.3 Calculation of 3D transformation

For the 3D transformation calculation, the same
method with the previous algorithm is used after
converting the observed edge points in the point pairs
onto the virtual perspective projection plane. But

the consideration about the different quantized er-
rors caused by variable resolution is necessary. When
the camera pose estimation gets close to the correct
one, the point pairs in the periphery coincides com-
pletely even the pairs around fovea still have some
distances. To reduce this negative effect, the equa-
tions for the pairs around fovea are given higher
weights according to the resolution when conversion
is progressing. The discussion about the partially
different quantized errors will be made in the differ-
ent place.

4.4 Iteration

To get a good convergence, the iteration process is
split into 4 stages according to the residual error. To
decide when a stage or the whole iteration should be
terminated, some criteria are necessary.

4.4.1 Criteria to evaluate the convergence

The following quantities are considered.

Pairs ratio is the ratio of the number of point pairs
to the number of model points. This tends to 1
while converging.

Pairs error is the average distance between the
observed points and the model points forming
pairs. This tends to 0 while converging.

Practically, another quantity, which mixes the
pairs ratio and the pairs error is also used, and it
is called mixed quantity.

4.4.2 Four stages of iteration

The first stage contains only the first iteration. The
2D translation is performed before the 3D-2D match-
ing and the original 3D transformation method is
used.

In the second stage, only the model points in the
outer portion of the image are used to avoid the af-
fect of mismatches at the center, and the method to
calculate the 3D transformation is the same as the
first stage. In the following experiments, the outer
portion is the outside of a disc whose radius is 80
pixels in the image of 320 x 240 pixels. This also
facilitates to reduce the amount of calculation. This
stage terminates when the pairs error seems to in-
crease for the next iteration below a constant C7. If
the pairs error can not reach C; within the limited
iterations, the whole algorithm stops and reports a
“failure”.

The third stage uses all of the model points and
the weighted equations for the calculation of the 3D



A. Image from observed state

B. Image from an estimated state

Figure 7: Matching pairs when error is large

transformation. After the second stage, the pixel er-
rors of the matching pairs in the outer portion will be
small, and this makes the step size of the 3D trans-
formation very small or even 0, so the method in
Subsection 4.3 is effective for obtaining a large step
size and speeding up the iteration. Even after most
of the pixel errors of the matching pairs in the outer
portion become 0, the method still enables conver-
gence. If the mixed quantity is less than a constant
C> at some iteration, the algorithm enter the next
stage before the mixed quantity increases after that
iteration.

In the last stage, for getting subpixel accuracy,
only matching pairs whose pixel errors are 0 or 1
are considered. Here the calculation of 3D trans-
formation is very sensitive to the wrong pairs. To
reduce the sensitivity, in this stage the original non-
weighted method is used for the 3D transformation
calculation. The terminate condition is the same as
the third stage with another constant Cs < Cs.

A maximum number of iterations is set for each
stage. If the iterations reach the maximum in the
third and the last stage, the algorithm finishes and
reports a “success” with information about the pairs
ratio and pairs error that represents the possible pre-
cision.

5 Experiments and evaluation

To avoid several difficulties when using an actual
foveated image, such as calibration of the lens, in-
accurate 3D model and so on, the method was eval-
uated using simulated images. Figure 8 shows the
3D model used in our experiments. The three arrows
show the virtual camera positions and poses used in
the following experiments. For the initial estima-
tion, systematic errors were intentionally added to
the state of the simulated observed image.

Figure 8: 3D model of the mockup and three camera
positions in the experiments

Figure 9 shows a typical example of the exper-
iments. In Figure 9, image A is generated by the
simulation system of the foveated wide-angle lens to
simulate an observed image, and the error of the ini-
tial state is 0.2 meter along the vertical axis of the
“observed” state. Image B is the generated image
from the initial state. The image from the resultant
state is shown by image C. The absolute translation
error between the resultant state and the observed
state is 0.002095 meter, and the angle between the
view axis of the resultant state and that of the ob-
served state is 0.079129 degree.

To evaluate the accuracy of convergence with a
single value, the 2D positions of a 3D point located at
P, = (0,0, —1) referred to the observed frame, whose
2D position in the observed image is the center, were
calculated. Because the resolution of the center is
the highest among all the pixels in the image, the
2D coordinate of this point is most sensitive to 3D
errors of the position and pose of the camera. Figure



B. Image from initial state

C. Image from resultant state

Figure 9: An example of experiment
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Figure 10: 2D errors

10 shows this value for each iteration. The second
stage was iteration 2 ~ 16, the third stage 17 ~ 22,
and the last stage 23 ~ 30. The error 1.612425 pixels
at the end of the third stage was reduced to 0.582614
pixel after the final stage.

Figures 11 and 12 show the quantities changes
of the proposed criterion. The constant C; was 2.0,
C> was 0.8 and C3 was 0.5. These figures show that
the proposed criterion give reasonable estimation for
the convergence.
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Table 1: Experimental results for position 2 by
foveated lens

Table 1 shows the results when some errors were

Initial Errors Final Errors
Initial Errors Final Errors Tr ) 2.) Tr ) Rotation(deg.)

Tr ) g2.) Tr ) Rotation(deg.) r u v R|U |V r u v R U v

r u v R|U|V T u v R u v 0 0 0 0 0 0 -0.020086 | 0.017328 | 0.007625 | 0.693798 | 0.798194 | 0.923233 |

0 0 0 0 0 0 0.000299 | 0.000410 | -0.000309 | 0.000000 | 0.027976 | 0.027976 | O -0.2 0 0 0 0 0 0.275708 | -0.006470 | -0. 037303 | 7.264094 | 1.249135 | 7.157961 | X
0.2 0 0 0 0 0 0.000638 | 0.000134 | -0.001116 | 0.034264 | 0.039565 | 0.027976 | O 0.2 0 0 0 0 0 -0.023712 | 0.015363 | 0.009204 | 0.744147 | 0.677242 | 0.928095 | O
0.2 0 0 0 0 0 | -0.001769 | -0.000296 | -0.000848 | 0.055953 | 0.019782 | 0.055953 | O 0 -0.2 0 0 0 0 0.000391 0.239806 | 0.019740 | 1.362431 | 6.182979 | 6.031402 | X

0 -0.2 0 0 0 0 | -0.001737 | -0.000077 | 0.000436 | 0.059347 | 0.034264 | 0.052339 | O 0 0.2 0 0 0 0 -0.044494 | -0.246846 | 0.035641 | 1.919589 | 6.328246 | 6.365688 | X

0 0.2 0 0 0 0 | -0.000725 | 0.000237 | -0.000400 | 0.039565 | 0.034264 | 0.034264 | O 0 0 -0.2 0 0 0 -0.016637 | 0.013869 | 0.015999 | 0.589503 | 0.602634 | 0.773037 | O

0 0 0.2 0 0 0 | -0.000269 | -0.000257 | -0.000554 | 0.027976 | 0.027976 | 0.000000 | O 0 0 0.2 0 0 0 0.015971 0.037181 | -0.143248 | 1.362287 | 2.083469 | 2452799 | X

0 0 0.2 0 0 0 0.000238 | 0.000093 | -0.001765 | 0.019782 | 0.027976 | 0.019782 | O 0 0 0 0 | -10 | -10 | -0.024920 | 0.015287 | 0.010432 | 0.787582 | 0.614212 | 0.948120 | O

0 0 0 0 | -10 | -10 | -0.002216 | 0.000771 |-0.000135 | 0.076617 | 0.065611 | 0.071326 | O 0 0 0 0 | 10 | 10 | -0.019244 | 0.016776 | 0.010660 | 0.593802 | 0.706375 | 0.857750 | O

0 0 0 0 10 | 10 | -0.004147 | -0.000514 | -0.002652 | 0.123541 | 0.048457 | 0.117034 | O 0 0 0 10| 0 10 | -0.030022 | 0.016120 | 0.009689 | 0.971363 | 0.688986 | 1.142096 | O

0 0 0 10| 0 | -10 | 0.000511 | -0.000323 | -0.000186 | 0.034264 | 0.027976 | 0.027976 | O) 0 0 0 10 | 0 | 10 | -0.028131 | 0.014493 | 0.009944 | 0.932092 | 0.625263 | 1.060171 | O

0 0 0 10 | 0 | 10 | -0.000820 | 0.000688 | -0.001383 | 0.039565 | 0.052339 | 0.048457 | O

Table 2: Experimental results for position 2 by per-
spective lens



added to the observed state 2 in Figure 8. The
translation errors (r,u,v) refer to the local frame of
the camera in the observed state, v is along the view
axis, r is along the horizontal axis, and w is along
the vertical axis. Also, the rotation errors R, U,V
are the angles between the horizontal axis, the ver-
tical axis, the view axis of the initial state (or final
state) and those of the observed state. The distance
between the camera and the closest pipe for this po-
sition was about 0.8 meter. The algorithm converges
to resultant states whose 3D errors were very small
for all of the initial states, and 2D errors like those
in Figure 10 for all the resultant states were less
than 1 pixel. On the other hand, Table 2 shows the
experimental results using a perspective lens after
20 iterations. There were several cases, marked by
“X”, in which the algorithm did not converge. Even
for the convergences, marked by “()”, the 3D errors
were much larger than those in Table 1, and the 2D
errors were all greater than 3 pixels.

‘

Figure 13: Observed image from position 3

Figure 13 shows the observed image from posi-
tion 3. The result is shown in Table 3. The distance
between the camera and the closest pipe for this po-
sition was less than 0.2 meter. The “F” in Table
3 means a “failure” was reported by the algorithm.
Table 4 shows the experimental results usinng the
perspective lens. The final errors in Table 3 for
which a “success” was reported were much smaller
than the final errors shown in Table 4 using the
perspective lens.

These experiments show that the 3D models were
well aligned with the observed images and that 3D
localization converged if the initial position error
was less than 0.2 meter and the initial error of the
pose was less than 10 degrees when the observed im-
age contained adequate information. The resultant
translation and rotation errors were almost less than
0.002 meter and 0.1 degree, respectively. The per-
mitted initial error was larger than that when using
the perspective lens, and the precision of the result

Initial Errors Final Errors

Translation(m) | Rotation(deg.) Translation(m) Rotation(deg.)

T u v R|U |V r u v R U v

0 0 0 | 0| 0| 0| 0002111 | 0001055 | 0.000740 | 0.121299 | 0.103489 | 0.159655 |0
02| 0 0 | 0| 0| 0 |-0000153 |-0.000444 | -0.000003 | 0.040592 | 0.085099 | 0.085635 |0
0.2 0 0 0 0 0 | -0.000116 |-0.000194 | -0.000043 | 0.056842 | 0.094517 | 0.090821 |O
0 |0 0o jojo]o ¥ F ¥ v ¥ F

0o loz | o |o]o]o F F v v 3 v

0 0 | 02| 0] 0] 0 0000741 |-0.000469 | 0.000393 | 0.108101 | 0.093085 | 0.108672 |O
0 0 {o2z]ojo0]o0 ¥ F ¥ v ¥ F

0 0 0 | 0 |-10]-10] 0.000675 |-0.000096 | 0.000873 | 0.079557 | 0.115445 | 0.137768 |O
0 0 0 | 0| 10|10 0002910 | 0.002317 | -0.001770 | 0.274515 | 0.210635 | 0.275274 |O
0 0 0 [-10] 0 |10 ¥ F ¥ v F F

0 0 0 | 10| 0 | 10| 0000620 | 0.000933 | 0.000071 | 0.113893 | 0.158517 | 0.151312 |O

Table 3: Experimental results for position 3 using
foveated lens

Initial Errors Final Errors
Translation(m) | Rotation(deg.) Translation(m) Rotation(deg.)
r u v R|U|V r u v R U v
0 0 0 0 0 0 | -0.001239 | 0.036729 | 0.013146 | 0.804533 | 1.659791 | 1.453106 |
0.2 0 0 0 0 0 F 1 F 13 F F
02 0 0 0 0 0 | -0.369607 | -0.136128 | -0.203297 | 12.96971 | 6.853064 | 14.00386 | X
0 0. 0 0 0 0 0.010898 0.192849 | -0.003499 | 2.799923 | 7.153085 | 6.638737 | X
0 0.2 0 0 0 0 | -0.002023 | -0.156225 | 0.003785 | 1.998902 | 5. 670861 | 5.321828 | X
0 0 -0.2 0 0 0 0.003860 | -0.007434 | 0.006543 | 0.356712 | 0.362623 | 0.501547 |O
0 0 02 | 0 | 0 | O | 0.044716 | 0.071801 | -0.195353 | 5. 342638 | 4.636064 | 3.538404 | X
0 0 0 0 | -10 | -10 | -0.000557 | 0.034029 | 0.011993 | 0.768689 | 1.547559 | 1.343445 |O
0 0 0 0 10 | 10 | 0.002194 0.010788 | 0.009396 | 0.376121 | 0.470306 | 0.429461 |O
0 0 0 10 0 10 | 0.001432 0.022131 | 0.010552 | 0.448814 | 0.937595 | 0.853929 |O
0 0 0 100 10 | 0.000780 0.018287 | 0.011266 | 0.485524 | 0.816656 | 0.675045 (O

Table 4: Experimental results for position 2 using
perspective lens

was much higher than that when using the perspec-
tive lens. To acquire adequate information, the po-
sition of the camera should not be too close to or
too far away from the pipes, and the pipes should be
distributed within the field of view.

The number of iterations for the examples in Ta-
ble 1 were 15 to 40. The average processing time
for these was 66.43 seconds by 500Hz Dual Pentium
3 machine. 54.49 seconds within this time was spent
to receive intensity and depth images synthesized by
other PCs. The calculation time for 20 iterations for
the perspective lens was less than 4 seconds on the
same Pentium 3 machine.

6 Summary

A method was proposed to correct the position and
pose of a camera-head by aligning a 3D model of its
surrounding environment, which was a nuclear plant
mock-up in our case, with an observed 2D image
captured by a foveated wide-angle lens in the cam-
era. Because the field of view of the lens was wide,
the algorithm could converge even with large initial
errors, and the precision of the result was high since
the resolution of the fovea of the lens was high.
After some preparations, such as carefully cali-



brating an actual foveated wide-angle lens, our pro-
posed method will be used for actual images.

The calculation time is longer than when using a
perspective lens. One reason is that it takes a long
time to render the images. We will discuss how to
shorten the rendering time in another paper.
Acknowledgements: This study was financially
supported by the Budget for Nuclear Research of the
Ministry of Education, Culture, Sports, Science and
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Appendix: Suppose the projection curve is de-
noted as a function h = h(¢) and its inverse as
¢ = ¢(h). The relation between coordinates on
foveated image plane and virtual perspective image
plane for a the same 3D point is depicted in Figure 14
and represented by the following equations.

cos(¥)h(6),
— sin@h(e), P

u =
v =

Here, ¢ = arctan(/z2 + y2) and ¢ = arctan(y/z).

z = z(u,v) =
y = yluv) =

Here, h = vu? + v2.

(10)

plane

Figure 14: Notation of projection



